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I NT ROD UCTION 
During the course of a conducted or 
radiated EMI compliance measure- 
ment, different types of signals are 
detected, depending on the EUT. 
Often, the spectrum measured dur- 

ing a conducted test contains broad- 
band emissions which are caused, 
for instance, by the brushes of the 
EUT's electric motor. 

A determination of the frequency 
of this signal is rather complex be- 
cause this information cannot be di- 

rectly derived from the EMI re- 
ceiver's display. Some further analy- 
sis is required to identify related 
spectral components and to calculate 
the actual emission frequency. Fur- 

thermore, the interception of broad- 
band signals, especially those with 
low repetition rates, is complicated 
because the EMI receiver has to 
either dwell at the tuned frequency 
for a certain time or sweep across a 
band at an adequate sweep rate. In 
either case, prior knowledge of the 
characteristics of the signal to be 
measured is necessary to select the 
appropriate receiver settings. A solu- 
tion to these specific problems is 

provided by so-called "trace-based" 
software packages, which record 
complete measurement traces of 
swept receivers and compare these 
data against one or more limit lines. 

Usually, the EMI receiver sweep 
time and the number of sweeps per 
frequency band are selectable to en- 
sure the interception of broadband 
signals. By taking this approach, the 
actual frequency determination of 
signals in these traces is avoided. 
When amplitudes exceed the ap- 
plied limit line, the receiver will be 
swept across this small frequency 
segment using a different detector. 
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The result is documented as a graph 
showing the measurement traces 
along with limit lines. No signal lists 

are provided containing the emis- 
sion's frequency, amplitude or other 
attributes because this demands a 
frequency determination and might 
require manual interaction. 

With radiated EMI measurements, 
the emissions are predominantly nar- 
rowband. Therefore, an algorithm 
can be applied to the measurement 
traces to discern actual signals in the 
spectrum. In this way, signal infor- 
mation can be separated from meas- 
ured broadband noise, reducing the 
number of emissions that need to be 
maximized during compliance test- 
ing. To ensure the shortest test time 
possible, only the significant signals 
should be maximized. The ability to 
discern signals in traces usually leads 
to a "list-based" software product, 
which provides signal lists as a basis 
for storage, processing and present- 
ing signal data. These lists also serve 
as the input information for the maxi- 
mization and measurement proce- 
dures. In addition, these lists provide 
powerful data comparison capabili- 
ties, which can be used in many 
different ways. For instance, the dis- 
crimination between ambient and 

EUT signals on an OATS is simplified 

by comparing two lists, where one 
contains ambient signals only and 
the second one holds both ambient 
and EUT signals. 

Comparing signal amplitudes 
against limit lines, and sorting the 
lists according to a specified attribute 
of emissions meeting a definable cri- 
terion contribute to a shorter overall 
test time. However, the list-based 
measurement approach introduces a 
new set of technical challenges 
which are mainly related to signal 

processing. In the following para- 
graphs the focus will be on radiated 
EMI measurements and the issues 
related to signal discernment in 
traces and data handling. 

DISCERNMENT OF 
SIGNALS IN TRACES 
Sweeping an EMI receiver over the 
spectrum of interest provides a defi- 
nite advantage over a stepped re- 
ceiver: the optimization of the prob- 
ability of signal detection. The re- 
ceiver has to be swept as fast as 
possible and multiple sweeps over 
the same frequency range have to be 
taken. This multi-sweep test strategy 
results in many measurement traces 
which require special data handling 
in the controlling software. It is not 
feasible to save all digital points be- 
cause of the amount of memory 
needed. More important, a lot of 
trace points are only associated with 
the measurement system's noise 
floor or adjacent data points which 
are related to the same signal. Using 
such a set of data as the input of a 
maximization or measurement pro- 
cedure would cause measurements 
at irrelevant frequency points and 
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thus lengthen the test time consider- 
ably. Signal processing is necessary 
to discern signals in traces. This re- 
quires an algorithm capable of de- 
tecting signals by evaluating adjacent 
frequency points and assigning the 
appropriate amplitude and fre- 

quency to a discerned signal. This 
information, along with other signal 
attributes like antenna height and 
turntable angle at the time of meas- 
urement, can be stored in a list. 

A key parameter used by the dis- 
cernment algorithm is the peak ex- 
cursion entry in the software inter- 
face (Figure I). Other significant cri- 
teria related to signal processing are 
also part of this central interface to 
ensure ease of use and to provide 
protection against unwanted modifi- 
cations of these values by non-quali- 
fied personnel. Limited access to 
these parameters is essential because 
a change has a dramatic impact on 
the measurement result. For in- 

stance, change of the peak excursion 
criterion from a lower to a higher 
value will usually result in a smaller 
number of signals discerned in the 
same trace. Furthermore, results of 
signal comparisons as well as list 

manipulation operations are im- 

pacted by the signal matching criteria 
shown in the interface in Figure 1. 

The algorithm that discerns the 
signals processes traces by using two 
Boolean variables, Positive Slope 
Found (PSF) and Negative Slope 
Found (NSF), and a variable Peak 
Value to store the maximum trace 
amplitude based on the state of PSF. 
Both NSF and PSF are set to faLse 

before the actual trace processing 
starts. The point at the far left repre- 
sents the start frequency of the trace, 
and initially serves as a reference 
point for the determination of a rise 
in the trace as defined by the peak 
excursion criterion. The algorithm 
processes the data points from the 
start frequency toward the stop fre- 
quency, checking simultaneously for 
an amplitude lower than the initial 

reference point and the first rise in 
the trace (Figure 2). 

If an amplitude is found which is 

lower than the current reference 

point, the lower amplitude becomes 
the new reference value. When an 
amplitude meets or exceeds the peak 
excursion criterion relative to the 
current reference point, PSF is set to 
true. From this point on, the ampli- 
tudes of all following trace points are 
stored in the Peak Value variable 
until a fall in the trace is detected 
according to the peak excursion cri- 
terion. The storage procedure of 
trace amplitudes in the Peak Value 
variable utilizes a maximum hold 
function to retain the maximum 
value found during the analysis. 
Whenever data is stored in the vari- 
able (PSF=True, NSF=False), the ref- 
erence for the detection of a fall in 
the trace is set to the currently proc- 
essed point. If a fall is detected, NSF 
is set to true. The maximum ampli- 
tude retained in the Peak Value vari- 

able is associated with a frequency 
in the trace data array. This fre- 

quency and amplitude will be re- 
ported as a discerned signal and 
stored in a list. Now, both PSF and 
NSF are set to false and the process- 
ing starts over again from the current 
data point. 

The trace shown in Figure 2 is 

processed by the algorithm in the 
following way: the first data point is 
used as the reference and is retained 
since new lower values are found 
before the first rise in the trace as 
defined by the peak excursion crite- 
rion. At this point PSF is set to true 
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Figure 2. Signal Discernment in Traces. 
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and data storage of amplitudes in the 
Peak Value variable occurs as long 
as increasing amplitudes are encoun- 
tered. The amplitude of the first 
maximum, D), will be retained; the 
following data points are discarded 
because their amplitudes are lower 
than the value at Dt. No storage into 
Peak Value takes place until data 
point Dy is processed and higher 
amplitudes are detected. The drop 
between point Dt and D2 does not 
meet or exceed the peak excursion 
criterion and thus is ignored. The 
maximum amplitude at data point D4 
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is stored and the reference is moved 
to this trace element. Thereafter, only 
lower amplitudes are detected while 

processing adjacent points. When a 
fall is found which meets or exceeds 
the peak excursion criterion NSF is 

set to true. The amplitude D4 is 

related to its frequency in the trace 
array and saved in a list. PSF and NSF 

are set to false and the processing 
starts over. The reference is now 
moved along the trace as long as 
consecutively lower amplitudes are 
found. 

The algorithm detects four signals 
in the example trace at data points 

D4, D5, D6 and D7. The impact of the 

peak excursion value, which is user 
definable, is obvious: a smaller value 
would have caused the discernment 

of an additional signal at point DI. A 

higher value will cause fewer signals 

to be discerned; for instance, the 

signal at point D6 might have been 
discarded. A careful selection of this 

value is necessary to ensure proper 
measurement results. 

duplicate signals are not desired, a 
determination has to be made if both 
signals have to be retained, if they 
truly are two different signals or if 
one signal has to be discarded. In the 
latter case, an additional decision is 

required to determine which of the 
two signals to retain. This process, 
also known as signal matching, in- 

volves two parameters, frequency 
uncertainty and amplitude variance, 
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which can be specified by the user 
in a dedicated interface (Figure I). 

The application of the frequency 
uncertainty parameter is shown in 

Figure 3: three signals, A, B and C, 
were discerned in three different 
traces and have identical amplitudes. 
Their individual frequency uncer- 
tainties, indicated by the arrows, are 
different. In the first step of the match- 

ing process, possible duplicate signals 

SIGNAL MATCHING 
PARAMETERS 
It is often desirable to identify two 
signals as duplicate signals to avoid 
multiple storage in a list. Since no 
signal has a perfectly stable fre- 

quency and amplitude, a signal com- 
parison cannot just include a check 
of their nominal frequency and am- 

plitude values; frequency uncer- 
tainty, amplitude variations and sig- 
nal characteristics have to be used 
during the comparison of two signals 
to identify them as "the same signal. " 

Even if their nominal values differ 
from each other, the algorithm has 
to be able to identify them as dupli- 
cate signals. Furthermore, the EMI 

receiver has a limited frequency and 
amplitude accuracy, which contrib- 
utes to the signal ambiguity and 
therefore demands a more sophisti- 
cated comparison algorithm. 

For example, a signal might be 
found in the first trace at 150 MHz 
with an amplitude of 60 dBITV, and 
in the following trace at 150. 5 MHz 

with a 59 dBILV signal level. In case 
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are determined based on the nomi- 
nal frequency and frequency uncer- 
tainty. Two signals are candidates if 
the nominal frequency of one signal 
lies within the uncertainty range of 
the reference signal. This does not 
mean that the frequency uncertainty 
of one signal has to be fully con- 
tained in the reference signal's range. 

In the example, signal A is the 
reference for the comparison and 
signal C lies within A's uncertainty 
range; therefore A and C are candi- 
dates. The nominal frequency of sig- 
nal B is not contained in signal A' s 
frequency uncertainty. Signal B does 
not qualify as a candidate even 
though their uncertainty ranges over- 
lap. For that reason, B will be re- 
tained because it is not considered a 
duplicate signal. In the next step, a 
decision is made on which candidate 
signal, A or C, to keep. The most 
accurate signal, C in this case, will be 
kept because it has a smaller fre- 
quency uncertainty associated with 
it. If two candidates have identical 
frequency uncertainties, the refer- 
ence signal will be kept. It should be 
noted that the order of the compari- 
son is very important because the 
results may differ. If signal B is cho- 
sen as a reference, neither signal A' s 
nor C's nominal frequency lies 
within B's uncertainty range. There- 
fore, no candidates are identified and 
all three signals are retained. The 
signal-matching algorithm applies 
the frequency uncertainty criterion 
first, then uses the amplitude vari- 
ation for further identification. 

In Figure 4, the use of the ampli- 
tude variation is shown. The nominal 
frequencies of signals B and C are 
assumed to lie within the frequency 
uncertainty of reference signal A, 
and all three signals have the same 
frequency uncertainty but different 
amplitudes. The frequency uncer- 
tainty check indicates that all three 
signals are candidates. The ampli- 
tude variance specification is applied 
to determine which signals to dis- 
card. Since signal B's amplitude is 
within the amplitude variation range 
of reference signal A, they are iden- 
tified as candidates. The matching 

algorithm retains the signal with the 
higher amplitude, in this case signal B. 

If candidates have identical ampli- 
tudes, the reference signal will be 
kept. The amplitude of signal C is 
considerably lower and does not lie 
within the amplitude variation win- 
dow. Therefore, signal C will be 
stored as a separate signal. In gen- 
eral, the most accurate signal with 
the lowest frequency uncertainty will 
be retained. If the candidate signals 
have identical amplitudes, the ampli- 
tude variation is used to determine 
the resultant signal. In this case the 

candidate with the highest amplitude 
will be used. 

If multiple signals are contained 
within the uncertainty window of the 
reference signal, as shown in Figure 
5, a determination of the candidate 
closest to the reference has to be 
made. Each distance between the 
reference and all other signals is 
calculated and the candidate with 
the shortest distance is retained. All 
other signals in the uncertainty win- 
dow will be discarded and not used by 
the matching algorithm. In Figure 5, 
signal C and the reference will be kept 
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Figure 4. Amplitude Variance Specification. 
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Figure 5. Multiple Signal Matching. Continued on page 208 

Figure 3. Frequency Uncertainty Speci'fication. 
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Figure 6. Discernment of Modulated Signals. 
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Figure 7. Broadband Signal Discernment. 
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and the algorithms described above 
are applied to these two signals only. 

APPLICATIONS OF SIGNAL 
PROCESSING ALGORITHMS 
Sample applications for the pre- 
viously explained algorithms are 
now described. When signal discern- 
ment is used with a modulated sig- 

nal, as shown in Figure 6, the algo- 
rithm might determine only one sig- 
nal within many smaller responses, 
depending on the current value of 
the peak excursion criterion. First, 
the reference is chosen to be the first 

point in the trace. The algorithm 
processes adjacent trace points to the 
right and discards the first three "rip- 

ples" in the trace because no rise has 
been detected w. hich meets or ex- 
ceeds the peak excursion value. 
Then, an amplitude lower than the 
current reference value is found, and 
becomes the new reference point for 
the ongoing processing. A rise is 
detected on the positive slope next 
to the reference and PSF is set to true. 
The maximum amplitude found is 

retained until NSF is set to true. In 
this example all ripples are discarded 
and only the signal with the maxi- 
mum amplitude is discerned. The 
advantage of this approach is the 
elimination of noise amplitudes, be- 
cause only those signals rising above 
the measurement system's noise 
level will be detected. However, in 

Figure 8. Signal Identfication in Composite Trace. 

processing a modulated signal, infor- 
mation on the modulation content 
might be lost. This example demon- 
strates the impact of the peak excur- 
sion criterion and the need to choose 
its value very carefully. 

Figure 7 shows a spectrum enve- 

lope comprised of both narrowband 
and broadband signals. The signal 
discernment algorithm detects a 
positive slope caused by the broad- 
band signal, then finds the maximum 

amplitude of the narrowband signal 
and eventually recognizes the nega- 
tive slope caused by the narrowband 
signal contour. This results in the 
detection of the narrowband signal 
only. Even a very small peak excur- 
sion value would not lead to the 
discernment of the broadband sig- 
nal. This means that the described 
algorithm is very well-suited for the 
determination of narrowband sig- 

nals, but more elaborate processing 
techniques are required to capture 
broadband signals. 

In Figure 8 a spectrum envelope 
called "composite trace" is shown. 
This software tool can be used to find 
the worst-case, or highest, ampli- 
tudes of emissions during a prelimi- 

nary measurement. Tower and turn- 

table movement might be included 
in this fast pre-scan test, which util- 

izes the speed advantages of a 
scanned EMI receiver. The receiver 
is swept several times over a prede- 
fined frequency range and individual 

traces (Traces 1-3) are stored in com- 
puter memory. A running "maximum 
hold" function is applied to retain the 
highest amplitude encountered dur- 

ing the measurement at each trace 
point. The signal discernment leads 
to different results if it is applied to 
one of the individual traces or the 
composite trace. The signal in each 
trace shown in Figure 8 will be de- 
tected by the algorithm; however, 
the algorithm would only discern the 
highest signal in the composite trace, 
assuming the responses to the left 
and right do not meet the peak ex- 
cursion criterion. Therefore, signals 
in Traces 1 and 3 will not be saved 
to a list. This might cause different 

Continued on page 211 
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State/Band Definition 
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Pre-Scan Segmentation 

Threshold 
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Frequency 

results when a sweep is taken inter- 

actively, because the discerned data 
is stored to a list and then compared 
to a second list that shows signals 
found in a composite trace covering 
the same frequency range. 

Different approaches can be taken 

to make commercial radiated EMI 

compliance measurements. An EUT 
can be taken to an OATS and the 
spectrum of interest can be scanned. 
Since both ambient and EUT signals 

are captured during this measurement, 
an additional step has to be taken to 
identify the EUT emissions. Only the 

EUT emissions have to be processed 
further to find their highest amplitudes 

and to determine the amplitude using 

quasi-peak or average detection. If a 
semi-anechoic chamber is available, a 
preliminary signal list which contains 

only EUT frequencies can be quickly 
compiled. This list is then taken to the 
OATS and remeasured under condi- 
tions called out in the regulations. In 

both cases the frequency resolution 

and frequency accuracy are of key 
interest. If swept measurements are 
made over wide frequency spans, the 

signal resolution is low, which might 

cause signals to be buried under the 

response of a bigger nearby signal. 

The higher frequency uncertainty can 
cause difficulties in detecting the sig- 

nals in the preliminary list when a 
search for these emissions is con- 
ducted on the OATS using a higher 

frequency resolution. The frequency 
accuracy and resolution (at a fixed IF 
bandwidth) of a swept EMI receiver is 

directly related to the selected fre- 

quency span: a smaller span provides 
better resolution and higher accuracy. 

A frequency range to be measured, 
e. g. , 30 MHz to 200 MHz, is called a 

band and can be broken up into 

multiple sub-ranges, called seg- 
ments, which are measured individu- 

ally with the swept receiver. This 

procedure achieves better accuracy 
and resolution but also increases the 
overall test time. When using high 

frequency accuracy and resolution, 
the fastest measurement time can be 
obtained by applying a function 

called spectrum check. This tool al- 

lows fast scans over the whole fre- 

quency band, ignoring any neces- 

sary segmentation, to detect loca- 
tions of signal energy in the spec- 
trum of interest. Only those seg- 
ments which contain signals are 
measured with higher frequency 
resolution; the quiet segments will 

be omitted. 
Figure 9 depicts the functionality of 

a spectrum check: the frequency band 
to cover must be divided, for example, 
into three segments, 1-3, to achieve a 
certain accuracy. A threshold is used 
during a spectrum check to determine 
a quiet zone in the spectrum. This 

threshold is determined by the peak 
excursion criterion and the noise re- 

duction factor. The actual threshold 

value is calculated by multiplying the 

peak excursion value (e. g. , 6 dB) with 

the noise reduction factor (e. g. , 2). The 
result, 12 dB, is added to the lowest 
amplitude value found during the 

spectrum check measurement. 
If the amplitude of a data point is 

equal to or greater than this threshold, 

the segment in which the point's fre- 

quency lies is marked for a high pre- 
cision measurement. In Figure 9, only 
segment 3 is marked because no 
amplitudes exceeding the threshold 
are detected in the area of segments 
1 and 2. The peak excursion criterion 

Figure 9. Noise Reduction Factor for Spectrum Check. 

is used to calculate the threshold, 
because it defines a signal which will 

be discerned after the high precision 
measurement. The noise reduction 
factor determines how far above the 

noise floor a signal has to rise before 
it is considered for a high precision 
measurement. The spectrum check 
function is most valuable when 
many segments are necessary to en- 
sure very high frequency accuracy. 
In this case, there is a high prob- 
ability of finding quiet segments that 

do not need to be remeasured. 

SUMMARY 
List-based EMI software packages of- 
fer distinct advantages over trace- 
based products. Signal lists provide 
powerful comparison, selection, and 

sorting processes needed to complete 
many different tasks. For instance, dis- 

crimination between ambient signals 

and EUT emissions is greatly simpli- 

fied by comparing two lists containing 
the appropriate information. Sorting 

signals in a list by turntable angle 
instead of frequency can considerably 

speed up an interactive maximization 

process. The discernment of signals in 

EMI receiver traces requires a power- 
ful algorithm, which must be flexible 

enough to accommodate different 

measurement needs and test environ- 

ments. Signal matching, a fundamental 

capability necessary for list compari- 
sons, must take different attributes of 
signals into account when attempting 
to identify duplicate emissions. A soft- 

ware product can take over these 

tasks, but the suitable selection of key 
parameters used by these algorithms 

has to be made by the user. 
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