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Modern. High-Speed 
Design Methodology 
Integrates EMC and 

Signal Integrity 

This being the case, parameters IoL 

and V, H 
which describe this static 

state, are sufficient and form the ba- 
sis of electrical integrity analysis pro- 
cesses used in the past. In contrast, 
signals in today's 66-MHz systems 
typically use about 1/3 of the cycle 
for switching. Often, these signals 
never even reach a "static" condition 
before they are required to switch 
again. Simulating and understanding 
these dynamic characteristics have 
become essential parts of determin- 

ing how well a design operates. 
To better illustrate how this has oc- 

curred, let's take a look at the way 
the design of the desktop PC has 
evolved over the last decade (Table 
1). 

Referring to the first row, we see 
that each of the older interfaces, and 
even the 386 and 486, topped out 
in the early '90s at 33 MHz. Interim 
solutions emerged in the mid-90s at 

higher frequencies to help perfor- 
mance continue to rise, but eventu- 

ally gave place to the (even higher 
frequency) stable solutions primarily 

due to the problems stated. 
It is even more interesting to con- 

sider how high-speed design and 
simulation was used to arrive at both 
the interim and stable solutions. The 
interim solutions were derived by 
"experts" on very advanced, but less 
user-friendly tools using a process 
that was still being developed. In 
contrast, the simulations of the stable 
solutions are now being performed 
by engineers everywhere on tools 
supplied by leading electronic de- 
sign automation (EDA) vendors that 
are much easier to use. Further, the 
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The Challenge EMC and signal integrity from the be- 
ginning — is absolutely essential. This 
article will focus on superimposing 
a high-speed design methodology 
onto a typical schematic/layout ori- 
ented digital design process. It will 

further show how the high-speed 
process steps relate to the typical 
design process used by most com- 
panies today. 

As modern high-speed electronic 
system design evolves, the chal- 
lenges which designers must deal 
with evolve as well. In the past, it 

was possible for various design func- 

tions, such as signal integrity, EMI 

and thermal, to be considered sepa- 
rately. Signal integrity, which is a 

feature that can be sold to custom- 
ers, was given primary importance. 
As the system prototypes were be- 

ing developed, mechanical engineers 
concerned with thermal issues made 
their contributions to the system de- 

sign. Finally, when the designers 
were happy with the way the sys- 
tem worked, it was passed on to the 
EMI people who worked their magic 
to make it pass regulatory testing 
and get the necessary certifications. 

Now, however, faster and faster 
clock and data speeds create a new 
class of challenges for system design- 
ers who are beginning t. o realize 
what members of the EMC commu- 

nity have maintained from the start— 
that EMC must be designed in from 
the very beginning and not added 
as an afterthought. It is now neces- 
sary to treat EMC and signal integ- 
rity concurrently. Add this to the fact 
that competitive pressures necessi- 
tate getting products to market as 
quickly as possible, and one can eas- 

ily see that developing a successful 
design process — one that considers 

Why is High-Speed 
Design So Important 
Now? 

There are many design processes 
that are aimed at achieving electri- 
cal integrity, but for the most part, 
these have been based on static, 
rather than dynamic operation. For 
instance, in slower systems running 
at 10 MHz, signals spend over 90% 
of their cycle duration in the static 
condition (Figure 1). 

4 — One Clock Cycle 

1 MHz 19&5 

100 MHz 199& 

Figure 1. Evolution of Signals. 

It is now necessary to treat EMC and signal integrity 
concurrently. 
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lenge in making this process work 
effectively is using the data to drive 
and coordinate system-level trade- 
offs and changes among the design 
disciplines (refer to the circle in the 
diagram). Usually the simplest de- 
sign adjustments become obvious 
when viewed at the system level. 

The key deliverable from this pro- 
cess is a set of "route topologies files" 

that are known to work well in or- 
der to ensure a rapid and effective 
process of physical layout. Deriving 
good topologies drastically reduces 
the risk of having high-speed prob- 
lems arise when the design becomes 
physical and problems become 

PCI GTL Into IC/Module AGP RDRAM 

33 66 100+ 66/ 133 800 

1992 1995 1996 1997 1998 

Table l. Evolution of the Desktop PC. 

process used is becoming more crys- 
tallized into a common methodol- 

ogy — largely what we are attempt- 
ing to illustrate in this article. Con- 
verging on an understandable and re- 

peatable methodology will be the 
primary focus of high-speed design 
during this latter portion of the 1990s 
and into the next century. 

Now that we' ve briefly reviewed 
how technology has migrated to 
higher performance, let's look at how 
design processes have changed in 

the 1990s to accommodate this mi- 

gration. As high-speed design be- 
comes more critical in today's main- 
stream designs, it must be more 
tightly integrated into the hardware 
development process. An ideal so- 
lution would integrate the bilateral 
electronic sharing of design informa- 
tion between each of the disciplines 
(Figure 2). 

While yesterday's design success 
hinged on accurate passing of infor- 
mation between logical and physi- 
cal domains (to/from schematic and 

layout), today's high-speed boards 
require close coupling of the elec- 
trical and physical domains (shown 
in the lower-most arrow). 

Figure 3 presents a detailed pro- 
cess flow for the proper way to ad- 
dress high-speed issues and concur- 
rently derive PCB topologies (shown 
at left). Successful high-speed engi- 
neering requires driving this process 
in conjunction with the larger sys- 
tem design process. The key chal- 
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harder to fix. Some design software 
can now read in these topology con- 
straint files electronically to help 
guide the layout process. Automat- 
ing this step helps to accelerate the 
design process, eliminate miscom- 
munication, and enable electronic 
archiving of successful design solu- 
tions. 

When done properly, the process 
shown correctly influences I/O buff- 

ers, IC timings, system timings, IC 
pinouts, iinal schematics, and the 
proposed floor plan to achieve 
proper high-speed operation and 
the mitigation of EMI. Significant pro- 
duction risk is reduced by coordinat- 
ing these aspects during the design 
phase. Obviously, a methodology 
that waits until the implementation 
phase to derive topologies misses 
the opportunity to influence and op- 
timize the larger system-level envi- 
ronment for high performance. 

The proper functioning of lower- 
speed boards hinged only on rout- 
ing the connectivity expressed in the 
final net list generated by the logi- 
cal design. But readers should un- 
derstand that logical connectivity ex- 
pressed tthat was to be connected, 
not hoto the connection must be 
made (for example: in what order?; 
over what impedance?; and with 
what acceptable delay?). 

In contrast, today's high-speed 
boards require both the connectiv- 
ity requirements expressed in the 
logical net list and also the electri- 
cal and topological information 
(shown here in "topology files" ). This 
is the primary change caused by 
higher speed devices: to successfully 
route a high-speed board, both sets 
of information must be fed into the 
physical layout process. Actually, 
that's been fairly obvious for awhile, 
but the fact that now most of the 
board has high-speed ICs and nets 
has made the automation of this task 
imperative. As such, this article fo- 
cuses on exactly how this can be 
done. 

One of the critical steps to en- 
sure that the methodology is success- 
ful is to derive the constraints that 

will drive the routing of critical nets. 
Successful determination of the con- 
straints requires several parameters 
to be varied. These simulations 
should determine several things 
about the topology. Most importantly 
is how the net should be routed (e. g. , 
Star or T topology), microstrip or 
stripline medium and termination 
impedance and location. 

More and more people involved 
in modern high-speed system design 
are becoming aware, at least to some 
degree, of the importance of sound 
design methodologies to ensure sig- 
nal integrity. But these same meth- 
odologies must be extended to good 
EMC design as well. High-speed sig- 
nal integrity design is often viewed 
as a difficult endeavor reserved for 
the specialist. If this is so, then de- 
sign for the mitigation of EMI in high- 

speed systems is close to black 
magic. For example, in signal integ- 
rity the noise limit is often in the 50 
mV range, whereas in EMI the noise 
limit is in the 500 mV range, a two- 
orders-of-magnitude difference! Fur- 

ther, common-mode current — one of 
the most vexing problems for EMC 

engineers — is created unintention- 
ally and can cause a system to fail 
FCC class B when there is as little as 
5 mA on cables. So it's easy to see 
how EMI mitigation is approached 
with trepidation and anxiety. 

However, this need not be the 
case. EDA tools that are capable of 
extracting interconnect geometries 
from board files for use with signal 
integrity analysis and simulation soft- 
ware tools already have most of the 
information they require to be able 
to do a good job of simulating EMI, 
at least at the PCB level. This author 
takes the view that for high-speed 
digital systems, the PCB is really a 
collection of "offenders" that can 
cause EMI. 

It must be noted here that EMI is 
not just one problem. Rather, EMI is 
a catch-phrase referring to a num- 
ber of phenomena, any one of which 
can cause a system to fail to comply 
with published U. S. and international 
EMI limits. This being the case, it is 
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most effective to simulate each of 
these phenomena individually in or- 
der to understand the contribution 
that each one makes (or could make) 
to a failing EMI profile. 

Two of the phenomena which are 
being effectively simulated at 
present are differential-mode radi- 
ated emissions from PCB traces and 
common-mode voltage in the 
power/ground planes. The latter is 
one of the most insidious sources of 
radiated emissions from cables 
caused by switching noise voltages 
in the power/ground planes. Both of 
these sources of radiated emissions 
are interesting to different types of 
high-speed systems designers and 
manufacturers. Differential-mode ra- 

diated emissions from PCB traces are 
a source of great concern to personal 
computer manufacturers who sell 
motherboards and modules directly 
to the public. The FCC requires that 
these devices be tested in an enclo- 
sure with the cover off and two sides 
exposed. When so tested, the emis- 
sions from these modules may be 
no more than 3 dB over the FCC 
Class B limit. This precludes such 
companies from being able to "hide 
their sins" inside a shielded enclo- 
sure. 

As with signal integrity, the cor- 
rect time to address EMI issues is at 
the beginning of the design cycle. 
As drivers and interconnect struc- 
tures are chosen, these choices can 
be scrutinized with an eye toward 
EMC by being able to simulate dif- 
ferential-mode radiated emissions 
even before routing begins. Further, 
the design constraints associated with 
each class of driver/receiver pairs and 
associated interconnect structure can 
be captured as a topology file which 
will guide the design through place- 
ment and routing to ensure that the 
constraints are correctly imple- 
mented. This process has been in 
place for some time for signal integ- 
rity, but it is now possible to address 
EMI-related concerns up front using 
this same methodology. 

Figures 4, 5 and 6 show how 
state-of-the-art EDA tools can be 
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~ Signal and image return current 
in the power/ground planes 
It is becoming imperative that 

design teams take problems like this 
into account as early in the design 
phase as possible. With the new gen- 
eration of EDA tools, it is now pos- 
sible to simulate the effects of com- 
mon-mode voltage in the power/ 
ground planes and to evaluate the 
effects of judiciously placing de- 
coupling capacitors so as to mitigate 
the effects of these common-mode 
«hot spots. " 

By making the power and ground 
planes part of the circuit file, signal 
integrity engines can be used to de- 
pict the modal voltages in the planes. 
If a device like a clock or clock driver 
has spectral components higher in 
frequency than the natural resonant 

Figure 4. Board File. 

used to extract a net from a PCB lay- 
out to a tool which displays the net 
and associated drivers/receivers logi- 
cally. This logical display is then used 
to kick off signal integrity and EMI 
simulations. The screen shot in Fig- 
ure 4 represents a graphic display 
of the board file. Using engineering 
design tools that push the envelope 
in state-of-the-art design practices, 
a net can be selected for further 
simulation and analysis. This user 
interface for this simulation environ- 
ment is shown in Figure 5. In this 
environment, driver and receiver 
characteristics can be specified and 
what-if analyses can be carried out 
with respect to the interconnect. This 
type of work is well-developed for 
post-route signal integrity, but the 
figures shown are snaps of analyses 
done on a pre-route basis. The EMI 
field plot shown is developed in the 
same environment as the signal in- 
tegrity tool. 

This type of analysis is very use- 
ful for anyone involved in the de- 
sign of high-speed systems but is 
especially interesting to those com- 
panies that sell motherboards and 
modules directly to the public. 

As mentioned previously, one of 
the most vexing problems for the 

EMC engineer is common-mode ra- 
diated emissions from cables. Com- 
mon-mode voltage exists due to the 
finite impedance in the power/ 
ground structure in PCBs. There are 
two major sources of this common- 
mode voltage in power/ground 
planes in PCBs: 
~ High-speed power/ground 

switching at the device 

frequency of the power/ground 
planes to which it connects, like any 
electrically large structure, the 
power/ground plane pair behaves 
like a length of transmission line and 
can exhibit resonance modes. These 
modes are better known in the EMC 
community as «hot spots" in the 
PCB. This author has been faced with 
numerous EMI problems where, for 
example, the parallel port or serial 
port was causing the system to fail 
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Figure 5. Simulation Environment. 

x 

' 
l-I & ~!KRID@QH~: jR~!;. ":"-=;i ' '": 

' 

ITEM UpDA TE 'I 998 95 



EM C DESIGN 4 SOF TWA RE 

'+! Sigwave 
60 

50 

40 8 

20 

10 

10 

Frequency [GHz] 

EMI AXl 1 siml User Linet 

~, ~ ~, ~ 

s 

s ~ ~, s s 

~ s s ' 
~ 

s s ~ 
' e 

I 
s ~ 

~ ~ 

~ ~ ~ ~ 

~ s ~ a s I a ~ 

~ ~ ' 
~ 

Figure 7. Simulation of Common-mode Behavior. 

radiated emissions at a harmonic of 
the system clock, which was usually 
located as much as a foot away on 
the PCB. This type of problem is at- 
tributable to these common-mode 
hot spots caused by high-speed 
switching. 

While it is extremely difficult to 
simulate this type of radiated emis- 
sions problem directly, the problem 
can be effectively dealt with by 
simulating this common-mode be- 
havior in the power/ground planes 
and then attempting to use 
decoupling capacitors as "mode 
killers. " 

Figure 7 shows a graphic repre- 
sentation of this type of simulation. 
The user is able to see the effects of 
this common-mode voltage between 
the power and ground planes as color 
contours and/or as spatial fluctuations 
along the z-axis. Note the flat area 
which is where an array of capaci- 
tors was effectively employed to kill 
the traveling mode in that region. 

What l3oes the Future 
Hold~ 
As we move forward we can expect 
to see even more progress in the 
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area of EMI simulation both as a pre- 
route design and post-route check- 
ing. The ability to perform pre-route 
checking in batch mode will allow 
the user to evaluate entire buses or 
the traces routed in a specified func- 
tional "room" or area on the PCB, with 
the results being displayed in 
spreadsheet form. This will allow the 
user to tell at a glance which nets 
need to be managed from an EMI 
standpoint and which can be treated 
less aggressively. Incorporating such 
a tool early in the design allows us 
to treat EMI effectively without over- 
designing. 

Post-route checking will employ 
full-wave techniques to give a more 
accurate prediction of the differen- 
tial-mode radiated emissions and 
common-mode voltages and currents 
present on the board. Using full- 
wave techniques will not only allow 
for more accurate simulation of dif- 
ferential-mode radiated emissions, 
but will allow the effect of coupled 
nets to be evaluated. EMC engineers 
need to be concerned with crosstalk 
in a much more fundamental way 
than most signal integrity engineers. 
The type of crosstalk that concerns 
us in the EMC community is often 
multilevel in nature and is three or- 
ders of magnitude smaller than 
crosstalk associated with signal in- 

tegrity. The term "multilevel cros- 
stalk" is used to describe a situation 
where the signal currents flowing on 
a high-speed net (e. g. , a clock net) 
couple to and an adjacent net which 
then couples to yet another adjacent 
net until finally the "noise" is 
coupled onto an I/O line like a key- 
board or mouse line. 

As our understanding of how to 
effectively simulate these phenom- 
ena using computing techniques in- 

creases, we will be able to decrease 
(and maybe someday even elimi- 
nate) EMI-related PCB re-spins. 
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